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Expertise

ConfigureTek is a full-service technology provider empowering IT Operations organizations with the
efficiency, stability, and top performance in the delivery of business services in weeks instead of years.
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Agenda

‘ Introductions

‘ Importance of ITOM Strategy

‘ Building a Service-Aware Foundation

‘ ITOM Implementation and Roadmap

‘ Live Demo

‘ Informed Event Management

‘ Proactive Processes to drive Results
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IT Operations Management Suite

Operations Management Products

OPERATIONS MANAGEMENT
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Who cares about ITOM?

» Effective IT Operations
Management is critical to
business service delivery

» |nefficiencies and can be
costly, disruptive and
damaging

 Instability affects IT,
business services,
executives, customers and
shareholders alike

Ask PlayStation W Follow
@AskPlayStation e

We're aware that users are experiencing issues logging into
PSN. Thanks for your patience as we investigate. bit.ly/2chYveS
4:29 PM - 6 Sep 2016

« 132734 97036




The ITOM Framework

Capabilities for ensuring that enterprise infrastructure and applications are optimized and always available to the business.

> REACTIVE > FOUNDATION > PROACTIVE

v' Consolidated events dashboard

v’ Service Mapping targeted discovery v' Change Planning
v Event sources integrated v" Automated Horizontal Discovery v Predictive Impact Analysis
¥ Automatic alert & incident creation v Automatic inventory & Asset Management v Unplanned change tracking
¥ Rapid triage v’ Infrastructure reporting v' Change in context of Service Maps

¥ Remediation v Business & technology services reporting v Post-Implementation Analysis



Building a Service-Aware Foundation
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Building a Service-Aware Foundation
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Building a Service-Aware Foundation

HIGH IMPACT USE CASES

Event Management

* Rationalizing alerts based on business impact
* Root cause analysis
» Automated response framework
« Automated triage
Data Center Management

» Server optimization

* Inventory and asset lifecycle

* Disaster Recovery Validation
Proactive Processes

« Rationalizing unplanned changes

* Applying compliance thresholds to critical apps
* Object risk assessments

« Compliance Reporting

When a system failure occurs, alerting systems turn
red and suddenly everyone starts asking lots of

questions...

What's happening? )

/What Changed?

Who's impacted?

Monitoring tools
overload?

]
N\

/1 SLA Breach?_

\I —=

/1 —

Security Exposure?

/ Other

Skills to resolve?/

\l considerations?



Top reasons for failure

Inaccurate Data in the CMDB

 Duplicate Configuration Items
+ Stale Configuration Items
Lack of Business Focus

Business Service

The business layers

 Lack of Clear Config Management Plan Business Function
« CMDB not aligned with Business Goals
Poor Automation Approach

“Discover everything that is out there” (I SEvice
Technology focus instead of Business Value
Integrations are too complex

Resources applied with little value gained T Application/Product The IT Services layers

— — manually managed
“Waiting for perfection” Application/Product  enes
g p Component by coRfiguration

Poor CMDB Implementation Strategy 1 e managers

! Instance
« Untrusted Data e

! . Application/Product
* Ineffective staffing strategy Component Instance

« Insufficient Management Commitment e m } Auto-discovered Il
infrastructure layers

° ° °
I I I 4I
*
r
4




Building a Service-Aware Foundation

Questionnaire
Received

Pending
Questionnaire

Mapping in
Progress

Pending
Sign-off

Routine .

Workflow Automation
Task automation to Service Mapping Status by Criticality

progress through the
lifecycle

ount
-
S

Bottleneck Resolution
Automated bottleneck
resolution and
escalation algorithm ‘,é“’b & ‘qf’b qg

Business Service C
“w

Task Assignment
Automatic task
assignment to SMEs
and app owners

I 1- most critical 2-somewhat critical W 3-lesscritical M 4 - not critical




Building a Service-Aware Foundation

Lifecycle

Questionnaire

Attestation Dashboard Reporting
Service Mapping lifecycle
tracking, a proven and
repeatable methodology for
tracking your organization’s

service mapping lifecycle.

Automated SME questionnaire
distribution, pre-created in-tool
questionnaires enabling
your service and

Attestation execution,
pre-configured SME validation
and verification workflow for
service mapping projects.

Premium dashboards,
track and visualize your
organization’s service
mapping progress.

Real-time reports, track and
visualize completed and
pending attestation to

© © (E) ® O ¢
L

app mapping project.

2% Approval - Group off Workiow

Configuration Management Approval Workflow w
e Team Approval that Data is Escalations
P —— Correct Before it Goes to =
Business Owner ys
Approved [
[

Rejected

i
Seript lana
esttation Data on
Service
. N Always E

accelerate service mapping.




How to get started?

=lojstartipressiany’keyi=
Where s'the ZAny:-key?




How to get started?

++Define strategic and tactical use cases
++|dentify available resources and existing
investments

++Align stakeholders across user groups,
process and tools administration

««Agreement on key success criteria
S

and roadmaps

*sFramework to review and adjust course
according to changes in priority or
environment

g

««Communication to keep stakeholders up-to-
date on ITOM objectives, results, challenges

««Execution of tools implementation and process
alignment to support key use cases

*«Focused enablement activities for administrators

and users

Game Plan Implementation

Re-alignment Administration

*«Ongoing measurement of results against

identified success criteria and roadmap
«Established measures to support data, systems
and process integrity




ITOM Maturity Model

Establishing a CMDB

*Horizontal discovery
*Integration with key MDRs
*Service Mapping Factory
*CMS Planning (including
CMDB)
*Based on use cases
*Automatic Population
*Reconciliation
*Verification & Audit
+CMDB Governance




ITOM Maturity Model

Extending the data model

Establishing a CMDB

*Data Model Enrichment

*Adding business context

*Compliance, location, data
center, criticality, etc.

*Dashboards, reports and
workflows to promote
visibility and user
enablement




ITOM Maturity Model

Process Integration
Extending the data model

Establishing a CMDB

*Process and tools
integration to support event
management

*Consolidate monitoring
sources

*Root cause analysis and
response framework




ITOM Maturity Model

*Unplanned change

Tracking against standards detection | |
*Deviation from configuration
Process Integration standards

*Software compliance risks

Extending the data model

Establishing a CMDB




ITOM Maturity Model

Proactive processes and automation
Tracking against standards

Process Integration
Extending the data model

Establishing a CMDB

*Closed Loop Incident
Process

Alerting on data center
inventory, configuration and
software compliance
thresholds

*Automated response and
remediation




Demo Outline
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Informed Event Management - React

Here’s how ITOM helps you REACT

Consolidating event sources ©E ik = 1 =
Aligning events to our service-aware e = W s TZZTT T
foundation IMPACT CALCULATION ROOT CAUSE ANALYSIS RO
Impact, dependency and root cause EEE:%H,‘: -=
analysis = _ —

Reliable notification and triage workflows
Automated remediation

AUTO REMEDIATION CAPABILITIES

Griore ON BUSINESS SERVICES



Informed Event Management - React
Here’s how ITOM helps you REACT

Consolidating event sources
Aligning events to our service-aware y :
foundatlon 72,/;});\\ MONITORING TOOLS |
Impact, dependency and root cause - AVENTS
analysis

Reliable notification and triage workflows
Automated remediation

/

MONITORING TOOLS
|

IdY 1S34 VIA SIN3

1
: EVENTS VIA REST API

|
servicenovw
= PROBLEM/ INCIDENT ' EVENT MGMT ~ CMDB  DISCOVERY --

JIIAY3S 93M VIA WYY HOLVM aN01D



Getting !

Use ITOM to avoid poorly planned changes causing IT Incidents

= Change Request
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Getting Proactivel

Empowering compliance, security and risk operations

Add content Optimization Dashboard Change Layout
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Getting Proactivel

Empowering compliance, security and risk operations

= Change Requests m Goto  Number v I:] RVARE E I | 1 to200f36 P PP
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Let’s work together..

SERVICE MAPPING
FACTORY ™

ITOM
QUICKSTART ™

Build an end-to-end picture of your
mission critical business services
and their dependencies rapidly. Take
advantage of pre-built dashboards
and prioritize Issues by Business Impact
with a Service-Centric CMDB.

Service Mapping lifecycle dashboard
Attestation dashboard

Service Mapping automated workflows
10 Service Maps

| Delivered in 5 Weeks
D r——

Accelerate the value of your existing
investments! Our solution includes our
Service Mapping Factory delivering quick
results. React to problems immediately
with Event Management and
root cause analysis.

* Pre-engagement collateral

* Auto Discovery of 1,000 nodes
* 3 Service Maps

* 3 Event Correlation rules

| Delivered in 5 Weeks
e ——

PROACTIVE
FRAMEWORK ™

Leverage discovery and service maps to
deliver tangible, measurable value in
proactively supporting change, security and
compliance teams. Our high-impact solution
yields sustainable results with accelerated
time to value.

* Unplanned change detection

* Tailored risk questionnaire

* 3 Service Maps

» Compliance and Risk Dashboards

| Delivered in 5 Weeks
D —
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Questions?




Contact Us Today

onfiqure”

Phone
(800) 987-8460

Email
info(@configuretek.com

Schedule a Demo
www.configuretek.com/demo-request



